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Fused deposition modeling, a widely used additive manufacturing process, currently faces challenges in
printed part quality such as under-extrusion and over-extrusion. In this paper, a real-time monitoring
and autonomous correction system is developed, where a deep learning model and a feedback loop is
used to modify 3D-printing parameters iteratively and adaptively. Results show that our system is cap-
able of detecting in-plane printing conditions and in-situ correct defects faster than the speed of a
human'’s response. The fundamental elements in the framework proposed can be extended to various
3D-printing technologies to reliably fabricate high-performance materials in challenging environments
without human interaction.

© 2019 Society of Manufacturing Engineers (SME). Published by Elsevier Ltd. All rights reserved.

1. Introduction

Additive manufacturing has made huge strides in the past dec-
ades - it is now possible to fabricate multiscale, multimaterial and
multifunctional designs previously deemed as impossible [1-6].
Fused deposition modeling (FDM) technology, which slices a model
into thin layers where polymer filament is deposited to sketch the
contour and fill the internal area layer-by-layer, is the most widely
used additive manufacturing method for its low cost and ease of
operation [7,8]. One limitation of FDM printers, however, involves
in-plane printing issues such as under-extrusion and over-
extrusion. These common issues are hard to eliminate and can
accumulate to cause various print defects including undesired
low modulus, low toughness, rough print surface, among others
[9-11]. As a result, researchers have developed various approaches
to improve print quality including tool path optimization [12,13]
and mathematical modeling of printing parameters [14,15]. The
settings deduced from these methods, however, are specific to a
particular geometry or printer. Moreover, the approaches are not
able to monitor or correct printing parameters in real-time. Cur-
rently, manually tuning printing parameters is still the most effec-
tive method to correct problems and obtain optimal print quality
which requires extensive human experience and thus is not scal-
able to the industrial level.
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Machine learning aided methods have been applied in recent
years to a wide range of fields such as autonomous driving, face
recognition, big data prediction, and materials design [16-20]. It
has also been utilized in the field of additive manufacturing to
inspect printing conditions [21]. Advanced methods such as com-
bining three-dimensional digital image correlation (3D-DIC) with
real-time monitoring for fused filament fabrication (FFF) printing
has also been explored in literature [22]. However, the previous
defect detection techniques either largely depend on the mathe-
matical calculation based on the image or require expensive exper-
imental equipment such as a DIC camera. Moreover, the previous
systems require pauses or stops during the printing process to con-
duct any print judgments and are not capable of real-time correct-
ing printing conditions. In this paper, we develop an autonomous
system incorporating advanced machine learning algorithms to
classify and detect printing issues and self-correct with optimal
processing parameters to reliably 3D-print high-performance
materials at fast rates and resolutions with enhanced dimensional
accuracy. Specifically, our real-time monitoring and refining plat-
form uses convolutional neural networks (CNN), which is a com-
monly used deep learning algorithm with images as input [23].
CNN transforms an image to an array of numbers that represent
its category and the model that describes the mapping is trained
and used to predict results for new unseen images. CNN algorithms
are known for their capability to process and learn the spatial hier-
archies of features in an image, while other classification methods
oftentimes lose this information. Moreover, numerous models are
attached to this algorithm such as AlexNet, Visual Geometry Group
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(VGG), Residual Network (ResNet); as our study focuses on input
images with difficult to distinguish features, ResNet is used due
to its superior performance on complex MNIST image data sets
[24]. The paper is organized as follows. Section 2 discusses the
experimental setup and methods used for the study. Section 3
shows the results and discussion of our training procedure and
refinement performance. Section 4 summarizes the work and pro-
poses future directions.

2. Experimental set-up and methods

Our machine learning based 3D-printing system consists of two
parts: a post-training procedure and an in-situ real-time monitor-
ing and refining section (Fig. 1a). In the first step, a CNN classifica-
tion model is trained using a ResNet 50 architecture [24]. After the
completion of the training period, during the 3D-printing process,
real-time images are continuously fed into the model and classified
to obtain the current printing condition. If an issue such as over-
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extrusion is detected, adjusting commands will be automatically
executed to change printing parameters via an open-source 3D-
printer controlling GUI. Embedded in our system is a continuous
feedback detection and monitoring loop where images with new
settings will iterate until a good quality condition is achieved.

2.1. Training data collection

In this work, all prints are produced by a PRUSA i3 MK3 FDM
printer with polylactic acid (PLA) filament. An in-house designed
3D-printed camera mount is fixed on top of the extruder cap to
suspend the camera and provides a fixed monitoring view during
the printing process as seen in Fig. 2a. A 45° fan support is designed
and printed with one of its corners removed to provide a clear view
for monitoring. The camera model used in the system is a Logitech
C270. Its front panel is removed so that the focal length can be
adjusted for the best image quality at the print region beneath
the nozzle. Videos are recorded and labeled with the corresponding
categories: ‘Good-quality’, ‘Under-extrusion’ and ‘Over-extrusion’.
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Fig. 1. (a) The system work flow is comprised of a training procedure, real-time monitoring, and refining component. A CNN model is trained in the first part and recorded.
While monitoring, extracted real-time images will be fed into the saved model and then classified into three categories. Printing parameters will then be changed
automatically when over or under-extrusion images are detected. (b) Modified CNN model is used in the system based on ResNet 50 architecture. Image is augmented six
more times to match the model input size, and output of the model will be a vector with three elements.
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Fig. 2. (a) Experimental setup where a mount is designed and 3D-printed to attach the camera near the nozzle area. (b) Representative zoomed-in images for six 3D-printed
blocks under different printing qualities categories of Under-extrusion, Good-quality, and Over-extrusion.

For each category, two levels of condition are generated by printing
a five-layer block with size 50 mm x 50 mm x 1 mm. Representa-
tive topography 3D-printed samples for all three categories are
shown in Fig. 2b.

2.2. Machine learning algorithm and training procedure

The CNN model that is used in the training process is a pre-
trained ResNet 50 [25], which contains 16 residual blocks. In each
block, there are three convolutional layers. With one more convo-
lutional layer after input and another fully connected layer before
output, there are a total of 50 layers in the pre-trained model. To
better adapt our desired output with the model, the final layer is
deleted and connected with another two layers to decrease the
output size from 2048 to 3. Therefore, the output will be a vector
of three by one (Fig. 1b). For each category, around 120,000 images
are prepared, where 70% of them are randomly picked as training
data and the rest of them are treated as validation or testing data.

2.3. Monitoring and self-correction

After the machine learning model is trained, it will be trans-
ferred into the monitoring and refining system. During the 3D-
printing process, 20 real-time images are captured every 6 s and
fed into the model. It is of note that this image acquisition rate is
chosen to balance the accuracy of the testing result and the oper-
ational efficiency of the system. If fewer images are taken, the
input data volume would be too small for the algorithm to com-
pensate for the difficulties of accurately classifying the printing
quality at boundary areas. On the other hand, if more images are
considered, more computational operation and data accumulation
time (delay time) will be needed. Additionally, this rate can also be
modified to match the printing efficiency, which is controlled by
the printing parameter of printing speed. In our experiments, the
image acquisition rate is kept constant since the printing speed
is unchanged. After obtaining these 20 classification results, the
mode of them will be treated as one judgment of the current print-
ing condition. This method is adopted to eliminate any noise image
inputs and inaccurate classification that may occur when based
solely on a single image. If five successive over or
under-extrusion judgments appear, adjusting commands will be

sent automatically via Pronterface [26], an open-source program,
which can connect, control and communicate with the 3D-
printer. Among different printing parameters such as print speed,
flow rate, and nozzle height, in this work, the focus will be on
the adjustment of flow rate. Flow rate is considered to be the major
factor causing under and over-extrusion in 3D-printed materials
since the imperfections are attributed to the lack of or too much
flow of filaments. Other parameters such as print speed and nozzle
height are not considered here due to their minor effects on in-
plane issues; rather, these parameters play a larger role in inter-
layer issues such as warping and delamination. After one correc-
tion command is sent, five following updated judgments will be
recorded to decide whether the printing condition has improved.
If the printing condition has not improved, further adjustments
will be forwarded to the printer and the procedure will be repeated
until five continuous Good-quality results are finally received by
the system. Five consecutive judgments are employed here since
the improvement process does not happen instantaneously. Less
number of judgments do not provide enough time to reflect the
transition period, while more judgments would be unnecessary if
the condition has already reached a good quality condition.

3. Results and discussion
3.1. Validation of the model accuracy

The core component of the auto-correction system is a classi-
fication model which detects whether undesirable extrusion
exists. Before training the model, further image processing is
required for the collected video data. Full-sized images are trans-
formed from the video at 20 frames per second. Since there are
two perpendicular printing directions, in each direction, a fixed
32 x 224 rectangle window is extracted along the newly printed
lines near the nozzle. In order to match the input image size of
our machine learning model, each image is augmented six more
times and concatenated together to form a 224 x 224 image
(Fig. 3a). The input image has a physical width of 14 mm, which
results in a resolution of 407 pixels per inch (ppi). In order to
obtain an accurate model, the whole image data is trained for
a sufficient number of epochs. The loss rate and accuracy against
the epoch number are shown in Fig. 3b. The orange accuracy
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Fig. 3. (a) Two extraction windows are used correspondingly to two printing paths. Images are then augmented six more times for model input. (b) Training result of the CNN
model shows the accuracy of the model on validation data set converges to 98% after 40 epochs of training. (c) Classification model validation and illustration of the
probability of an image in three output categories. (d) Response results when detecting Over-extrusion and Under-extrusion conditions. Zoomed-in images are taken by
microscope under 5x objective lens. Probability vs. time curves represent the probability of being certain category and are further binarized to red dots, which constitute
horizontal lines. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

curve converges to 98% after training for 40 epochs. Fig. 3c
shows an example of the prediction of six images from the val-
idation data set. The trained model takes an image as input and
returns a 3 x 1 vector. The sum of each vector’s three entries is
normalized to 1 by a Softmax function such that they indicate

the probability of an image to fall into the corresponding cate-
gory. The final classification result of an image is determined
by the highest column where blue, green, orange column repre-
sents the probability of Under-extrusion, Good-quality, and Over-
extrusion respectively.
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3.2. Efficiency of the correction system

In addition to accuracy, a quick response is equally essential for
our platform to identify print quality variation and adjust its per-
formance before continuing the print. Therefore, response time is
measured when the printer corrects Under-extrusion or Over-
extrusion conditions. During the printing process, when an Over-
or Under-extrusion condition is detected, two transition states
from bad to good are presented in Fig. 3d. At t=0s, marked by
short vertical red dashed lines, the first Good-quality raster is
printed. The curves show the probability of Good-quality and
Over- or Under-extrusion images against time. As discussed previ-
ously, this probability is calculated by averaging the results of the
images in the nearest 6 s to reduce the uncertainties from the pho-
tos captured at the margin of the print. When the value of good-
quality probability surpasses another one, the collection of images
will be further classified as 1, otherwise, 0, represented by horizon-
tal red lines at the top or bottom edges of the two plots. The tran-
sitions from Over-extrusion and Under-extrusion to Good-quality
are first detected by the monitoring system at t = 9.8 s and 8.6 s,
which are marked by long red dash lines in the figure. The interval
between every two neighboring black dash lines is 3 s which is the
time needed to print one raster. Normally, it takes three rasters for
human individuals to recognize improving print quality. Therefore,
the model is capable of distinguishing the shift equally or even fas-
ter than a human can under both cases. Besides the detection delay
of the monitoring system, the firmware delay (the time it takes for
the extrusion motor to execute the Ponterface command and start
to print modified rasters) is also a non-negligible component of the
total response time. This firmware response time highly depends
on the FDM printer and can vary from 12 to 18s. The overall
response time of the in-situ correction system is thus determined
by the sum of the two delays.

4. Conclusions

In conclusion, we demonstrate an autonomous FDM 3D-
printing platform which can in-situ monitor and adjust printing
conditions based on a trained machine learning algorithm. Our
algorithms are able to achieve above 98% accuracy in predicting
the printed part status quality. Additionally, the response rate of
the system reaches or even surpasses the human reaction and
the model can recognize inferior images that humans will have a
difficult time to distinguish with high accuracy. Future work for
improving the system involves augmenting the training data set
to make the model more robust, increasing the degrees of printing
quality levels to make the refinement stage more effective, and
separate models focusing on images at the boundary such as cor-
ners which often have limited training information during the
assessment period. The framework thus developed in this paper
to detect and self-correct systems in FDM technologies has the
potential to be applied to other materials and manufacturing sys-
tems to reliably 3D-print high-performance materials especially
in challenging environments without human interaction.
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