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A B S T R A C T   

Although a vast array of anomaly detection methods has been developed in fused filament fabrication, a widely- 
applied additive manufacturing technology, acquiring in-situ detailed spatial information of the defects within 
the detection field remains a significant challenge in actual processing. In this paper, machine learning algo
rithms are proposed to realize precise localization and semantic segmentation detection of the in-plane printing 
conditions including over-extrusion and under-extrusion in both local and global frameworks. Results visuali
zation and evaluation methods are conducted to demonstrate the high performance of the models. Our results 
show that detection latency is also improved by successfully recognizing the transitions between print quality 
conditions within a single raster. This advanced detection system is able to provide comprehensive defect in
formation for real-time assessment and has great potential for further automated control as well as correction of 
additive manufacturing systems.   

1. Introduction 

The face of manufacturing has transformed over the last decades due to 
the advent of advanced computing algorithms [1–3]. Specifically, 
computing algorithms have shaped the field of additive manufacturing (AM) 
which has offered many advantages such as rapid prototyping and complex 
design possibilities. In recent studies, the capability of AM has been further 
extended to create multi-material, multi-scale, and multi-functional prod
ucts by combining various AM methods [4–7]. Additionally, much research 
has been focused on using computer algorithms to solve various problems 
during the manufacturing process such as porosity and residual stress in laser 
powder bed fusion (LPBF), fracture of components in stereolithography (SL), 
and warpage in fused filament fabrication (FFF) [8–12]. From these studies, 
it has been shown that incorporating computer algorithms is a promising 
method to overcome challenges in current additive manufacturing tech
nologies [13]. 

As one of the most widely adopted additive manufacturing methods, 
fused filament fabrication (FFF) is an extrusion-based printing process 
using polymer filament to build prints layer by layer. Considerable studies 
have been conducted to optimize the manufacturing process and improve 
printing quality through many different aspects and approaches. Some of 

the various approaches include analyzing how printing parameters (layer 
thickness, road width, and speed of deposition) affect the quality of pro
totypes [14–16], real-time and in-situ monitoring of the manufacturing 
process [17,18], and assessment of the mechanical properties using 
non-destructive methods [19,20]. These studies focus on a macroscopic 
perspective of the problems that may occur in the FFF process such as 
catastrophic failure of the prints including shifting and breaking of parts 
or inaccurate dimensions after the printing process. However, most macro 
issues are often caused by the accumulation of local anomalies such as 
in-plane defects (under or over-extrusion in partial regions) or inter-plane 
delamination and warping that usually occurs at the corner of a print [21, 
22]. These small defects could lead to significant imperfections and create 
barriers for full industrial adoption of AM [23,24]. This paper focuses on 
discovering local anomalies in-situ to avoid the occurrence of significant 
imperfections including undesired functional performance and dimen
sional inaccuracy. Hence, the capability of detecting regional defects 
along with their spatial and temporal information is critical for industrial 
applications to effectively reduce material consumption and create parts 
of high quality. Traditional methods to correct for imperfections involve 
experienced operators who will manually and iteratively adjust process 
parameters such as printing speed, flow rate, or fan speed during printing. 
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However, this trial-and-error approach can be time-consuming and inef
ficient. With the help of new methods such as embedded acoustic sensors, 
computer vision, and machine learning, the newly integrated system can 
learn the internal relationship between the sensor signals and working 
condition information. These systems are then able to automate analysis 
and conduct corrections during the manufacturing process. For instance, 
Wu et al. developed an in situ and real-time FFF monitoring system via 
acoustic emission sensors and hidden semi-Markov models to detect the 
condition of FFF machines [25–27]. Narayanan et al. applied principal 
component analysis (PCA), support vector machine (SVM), and con
volutional neural network (CNN) machine learning models to distinguish 
defective parts from good quality parts based on camera images [28]. 
These methods provide promising results in successfully detecting im
perfections during the FFF process. However, current challenges lie in 
localizing the defects both accurately and efficiently. These two aspects 
are very critical to understanding the spatial information of the defects to 
develop an in-situ auto-correction system that can operate without 
trial-and-error processes. 

In this paper, detailed spatial information of in-plane anomalies is 
studied based on real-time images captured by a camera attached to the 
extruder. Two detection methods including precise localization and se
mantic segmentation are conducted in both local and global frame
works. Specifically, a local framework refers to the angle of view from 
the camera and a global framework refers to the coordinate system 
based on the printer (print bed). Localization uses bounding boxes to 
outline the loose location of the defects while semantic segmentation 
applies masks to shade the exact area of interest. For the localization 
problem, solutions are inspired by object detection methods applied in 
the autonomous vehicle industry. A modified YOLO (you only look once) 
v3 algorithm is conducted to detect the previous layer and current layer 
defects using bounding boxes. YOLO is a state-of-the-art object detection 
system, where one-stage learning is developed to provide end-to-end 
detection. Compared to the two-stage detectors where a set of the po
tential area is predicted by the first model and a second classifier is then 
trained based on the region candidates, one-stage model directly pre
dicts the bounding boxes and their confidence in a faster and more 
efficient way. The result of YOLO outperforms many other detectors 
such as deformable part models (DPM) and region based convolutional 
neural networks (R-CNN) based on standard image datasets (Picasso and 
People-Art Dataset) [29,30]. In terms of semantic segmentation, the aim 
of the task is to understand the image at pixel-wise level and segment the 
areas for different categories. Here, a modified DeepLabv3 architecture 
is applied to realize semantic segmentation for the previous layer and 
current layer conditions using colored masks. The first version of 
DeepLab innovatively uses atrous convolution structure to set a new 
achievement on the PASCAL VOC-2012 Challenge (Dataset) [31,32]. A 
pre-trained model is used in each task since it keeps the feature 
extraction at the front part of the model and only the end part of it is 
required for training, where the method has been verified in many 
studies [33,34]. After the semantic segmentation model is trained, 
predictions of pixel-level quality distribution are made on every input 
frame of images. Layer-wise images in the global framework can be 
rebuilt based on coordinate transformations between the local frame
work and the printer coordinate system. Hence, a layer-wise quality 
profile for the printing process is achieved in the global framework. Our 
work has the following contributions: 1) Development of a multi-scale 
framework capable of detecting defects locally in real-time printing; 
2) Realization of an efficient anomaly detection model that can decrease 
the response time of defects recognition; 3) Integration of layer-wise 
quality profiles that can aid in the monitoring and correction of addi
tive manufacturing systems. The paper is organized as follows. Section 2 
discusses the methods used for localization and semantic segmentation 
tasks in detail as well as three result visualization approaches. Section 3 
shows the results of the whole model generating process including data 
collection, model training, and evaluation. Additionally, typical local 
and global images are displayed to visualize the predictions and 

discussion of the results are also presented in this section. Section 4 
summarizes the work, raises current challenges, and proposes future 
plans. 

2. Material and methods 

In this section, two modified machine learning algorithms will be 
analyzed in detail on their working principles. Moreover, three visual
ization methods of localization results are introduced in this part 
including labeling the bounding box prediction, highlighting the high- 
performance area, and sensitivity analysis. 

2.1. Localization model - you only look once (YOLO) 

The YOLO method provides real-time object detection capability that 
uses images as input and produces predictions through bounding boxes. 
YOLOv3 performs feature extraction using architecture Darknet-53, 
which can be seen in Fig. 1(a). At the back of each detection output 
(image with grids), the algorithm will predict two maps. The first one 
has the information about the location and size of the bounding box 
(four variables) plus a confidence score (one variable) describing over
lap of the predicted bounding box against the labeled one (ground 
truth). For each grid, three bounding boxes can be predicted. The second 
map is the distribution of class probability, as each grid will be classified 
into a category [29]. Therefore, the predictions can be expressed as an 
N × N × (3*5+C) tensor, where N is the number of grids on each side of 
the square image, and C is the number of classes. In our localization 
problem, N has three values (N = 14, 28, 56 at model layer number 82, 
94, and 106 correspondingly) to detect objects with different sizes 
through either finer or looser grids. Here, C equals three which refers to 
three classes in the localization problem: previous layer, over-extrusion 
in the current layer, and under-extrusion in the current layer. In this 
paper, ‘Previous-layer’, ‘Over-extrusion’, and ‘Under-extrusion’ are used 
to stand for these three categories. Printing conditions in the previous 
layer are not included in this method because they will be covered by the 
current layer. Therefore, only previous layer detection is focused on to 
distinguish it from the current prints. 

2.2. Localization results visualization 

In this work, three visualization methods are applied to present the 
localization results. The first one directly shows the predicted bounding 
boxes based on the model output tensor mentioned in the previous 
section. To interpret the prediction tensor as a final result, the non- 
maximum suppression (NMS) method is applied to remove the redun
dant and inaccurate bounding boxes based on a threshold [35]. In this 
study, the threshold is set to 0.5, which is the standard. The second 
method colors the grid based on an integrated score, which is defined as 
the element-wise product of confidence and class probability obtained 
from two prediction maps of the model. The integrated score represents 
both how well the predicted bounding box matches the ground truth and 
the probability of the class existing in the box. The grids at the boundary 
of the detected features could have a high score for correctly predicting 
the classes, yet have a low confidence value, which leads to a modest 
integrated score. In this case, grids in the middle of the features would 
have higher integrated scores because they have better performance in 
both values. The third method is known as sensitivity analysis, which 
evaluates the model’s local gradient and determines the location of the 
input image that is most sensitive [36]. The gradient is evaluated at each 
pixel of the input image through backpropagation of the model output 
[37]. By setting a threshold for the gradient, high sensitivity areas can be 
displayed on the input images. 

2.3. Semantic segmentation model - DeepLabv3 

Using the localization method introduced in the previous 
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paragraphs, rough spatial information of the defects can be obtained. 
However, the bounding box still does not provide accurate detection of 
the area of interest. Therefore, the semantic segmentation method is 
applied to recognize the exact content of the image including the con
dition (good quality or anomalies), the location, and the number of 
defects. The basic idea of semantic segmentation involves using an 
encoder network such as fully convolutional networks (FCN) or deep 
convolutional neural networks (DCNN) to generate a pixel-wise pre
diction and then decode it to a masked segmentation image. The ar
chitecture applied in this paper is a new state-of-the-art method called 
DeepLabv3 shown in Fig. 1(b). The pooling and down-sampling opera
tions in the normal DCNN would cause a serious reduction in spatial 
information. Therefore, atrous convolution with different sampling rates 
are proposed to re-scale the vision field and maintain the resolution [31, 
32]. The output of the model is a matrix with a pixel-wise prediction of 
the category. Each element in the matrix represents the classification 
result of the corresponding pixel in the image using a normalized array 
(summation of the elements in the array equals to 1) via the Softmax 
operation, indicating the possibility of belonging to each class. The 
output classes are set to five in this problem, which are ‘Background’, 
‘Previous-layer’, ‘Good-quality’, ‘Over-extrusion’, and ‘Under-
extrusion’. It is important to note that in the semantic segmentation 
problem ‘Background’ category is added due to the working principle of 
the task to classify the image into pixel level and class. An additional 
category of ‘Good-quality’ is augmented, compared to the categories of 
the localization problem, to detect the change of printing conditions in 
the current layer. 

3. Results and discussion 

3.1. Image data set preparation 

In this paper, the PRUSA i3 MK3 FFF 3D-printer and polylactic acid 
(PLA) filament are used to fabricate testing samples. In order to collect 
image data with different types of anomalies, a USB-camera is first 
attached to the extruder through a 3D-printed camera mount, with more 
details shown in Fig. 2(a). The setup provides a fixed filming view 
(highlighted in yellow shadow) to capture and monitor the printing 
process in real-time. A cropped physical display of the field of view can 
be referred to the input image in Fig. 1. In this view, the print bed 
(background) as well as the previous and current layers of the prints are 
visible. To create uniform mechanical properties of the final products, 
two orthogonal printing directions are set up with one direction for odd 
layers and the other for even layers. After that, different flow rates are 
manually adjusted to create two types of quality conditions (over- 
extrusion or under-extrusion) in both even and odd layers. The first type 
starts from good-quality, then turns into over-extrusion and finally 
changes back to good-quality, while the second type follows the same 
process with the under-extrusion defect. Although over and under- 
extrusion defects can form as a result of multiple process parameters 
such as print speed or layer height, it is mainly caused by the improper 
rate of material extrusion (flow rate). Due to the fact that defects can be 
more local and not uniformly distributed, the extent of intra-layer de
fects in our training data is changed by adjusting the flow rate. There
fore, our method is capable of mimicking the actual defects that may 
occur in real-time printing conditions. By printing several rectangular 
sheets (100 mm × 25 mm × 0.6 mm, 3 layers) under the above proced
ures, 20000 images are recorded during the process. Among them, 1400 

Fig. 1. (a) The schematic architecture for the 
modified you only look once (YOLO) machine 
learning model. The model has an input image 
with size 448 × 448 pixels and detections under 
three resolutions at model layer 82, 94, and 
106. Critical model layers (layer 36 and layer 
61) showing concatenation are also specially 
labeled in the image. Model layers with 
different functionalities are shown in different 
colors with the legend in the lower left quarter. 
(b) The flowchart diagram of the semantic 
segmentation DeepLabv3 model. The input 
image with 448 × 448 pixels size is fed into the 
deep convolutional neural network (DCNN) 
with atrous convolution structures, which have 
five different kinds of processing layers shown 
in the brace. The output of the model is a matrix 
predicting the category at pixel-wise resolution.   
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images containing quality transitions are selected as our entire image 
data set. To be identified as a quality transition, an image must contain 
two or more printing quality conditions. To roughly locate the quality 
transition images, image files are named with a sequence number and 
real-time flow rate value. After locating the image file based on the 
changed flow rate, a more accurate determination will be made based on 
visual inspection since there will be a delay between the appearance of 
defects and printing parameter changes. With the selected images, a 
fixed square window is applied to extract 448 × 448 pixels images with 
the print nozzle located in the center. Since there are two orthogonal 
printing directions in the process (a single printing direction for all the 
odd layers and an orthogonal direction for all the even layers), the 
square window has two orientations during the extraction of input im
ages for odd or even layers. Lastly, 20% of the whole image data set is 
randomly chosen as testing data, and the remaining images are treated 
as training data. 

After preparing the whole raw data set, images are then labeled by 
using an open-source python software (labelme) [38] for localization 
and segmentation tasks in two different ways. For the localization 
problem, rectangular bounding boxes are used to label the three types of 
conditions of interest. Here, the coordinates of the bounding box and 
their categories are recorded. For the segmentation problem, polygons 

are drawn on the images to create masks for the five categories and each 
pixel will be allocated a category. A flowchart summarizing the image 
data set preparation process is shown in Fig. 2(b). It is worth noting that 
the labeling process can be time-consuming especially sketching the 
outlines of the polygon masks in the segmentation task at the beginning 
of the labeling procedure. With more experience, the time needed for the 
labeling process can be reduced. During the labeling process, constant 
judgment based on image features is kept to distinguish the anomalies 
from good quality and all the labeling task is conducted by one person to 
minimize the random noise created in the labeling procedure. Addi
tionally, following the same image data preparation procedure, 
augmented data sets can be created using different colors of filament or 
infill patterns in future work to expand the input feature of the machine 
learning model. 

3.2. Precise localization detection 

To locate the position of the defect in the image, a bounding box is 
used to mark the information. Therefore, the task of the machine 
learning model is to predict the location and size of the bounding box 
from the input image. As mentioned in the introduction section, a 
modified YOLOv3 network and a pre-trained model are applied to this 

Fig. 2. (a) Experimental setup of the anomaly 
detection system. A USB camera is attached to 
the extruder through the camera mount. The 
camera has a filming angle of 30 degrees 
downwards with respect to the horizontal line. 
Two kinds of print paths for odd and even 
layers are labeled in blue and red arrows. (b) 
The flow diagram summarizing the process of 
image data set preparation. The image pro
cessing step involves locating the area of in
terest and cropping into desired image size. (c) 
The Precision-Recall curve under three detec
tion conditions. Raw data is shown in the blue 
curve and interpolated versions are marked in 
orange making the curve monotonically 
decreasing. The area below the orange curve is 
shaded which represents the accuracy precision 
(AP) of the model in particular cases.(For 
interpretation of the references to colour in this 
figure legend, the reader is referred to the web 
version of this article.)   
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task. The training process continues for 9000 epochs until the loss 
converges. The training results are evaluated through mean accuracy 
precision (mAP), which measures the performance of an object detection 
method [39]. In order to get mAP, accuracy precision (AP) [40,41] for 
each class is needed. The term is further calculated as the area under the 
interpolated precision-recall curve shown in Fig. 2(b). Note, the orange 
curve is the interpolated smoothing of the blue curve (raw data), and the 
shaded area below the orange curve represents the accuracy precision. 
The precision (P) and recall (R) can be calculated based on the following 
equations: P = TP/S1 and R = TP/S2. Here, S1 stands for the total 
number of detected bounding boxes and S2 represents the total number 
of bounding boxes in the dataset. True positive (TP) represents the 
number of correctly detected bounding boxes, which have the right 
detection of a category and IOU larger than 50%. Intersection of union 
(IOU) refers to the overlap area of the predicted bounding box divided 
by the union of ground truth and prediction. A threshold of 50% is 
chosen according to the general rule of bisection and consistency of the 
threshold to compare among other models. A higher threshold baseline 
means a more restricted condition for a correctly detected case. Finally, 
the accuracy precision for three categories based on the testing data set 
are shown in Fig. 2(b) with its value shown in the legend. Therefore, the 
model’s mAP can be calculated as the mean value of the AP results, 
achieving a performance of 93.9%. A summary of the training results for 
the localization model is also presented in Table 1. 

The evaluation metric mAP explored in the last paragraph shows the 
overall performance of the applied model. In order to give an intuitive 
and clear display, typical images under different categories are analyzed 
and shown in Fig. 3. In the ‘Bounding box prediction’ row, both the 
ground truth and the predicted bounding box are labeled with different 
colors on the example images. Each color represents one category and 
detailed information is shown in the caption. The ‘Result visualization’ 
row shows how well the model predicts the category and location of the 
cases. As mentioned in the second section, the model will conduct an 
output at each YOLO detection layer. Here, the first prediction at model 
layer 82 with a stride of 32 (14× 14⁢ grids) is studied for its appropriate 
resolution for visualization. The matrices are further normalized to (0, 
1) interval for standardization. As mentioned in the previous paragraph, 
the integrated score is defined as the product of confidence and class 
probability. The maximum product among the three predictions de
termines the value of each grid. Since both confidence and class prob
ability are viewed as correctly predicted if the value exceeds 0.5, a 
threshold of the integrated score is set as 0.5× 0.5 = 0.25. Grids with a 
value larger than 0.25 will be colored, which means the grid has a higher 
possibility to correctly predict both the class and the location of the 
bounding box. As shown in the ‘Result visualization’ row of Fig. 3, the 
colored grids are all located around the center of the bounding box 
giving a consistent match between results and theory. 

Sensitivity analysis is applied to visualize the high gradient location 
on input images. Note, each pixel has three gradient values for the 
image. The average of the three R, G, B channels determines the overall 
gradient of the pixel. The image is further divided into 14 × 14⁢ grids to 
maintain display clarity and consistency. The gradient of the grid is 
defined as the mean value of all the pixels within that grid. The grid will 
be colored in grey if the value exceeds a certain threshold as shown in 

the last row of Fig. 3. Sensitivity analysis highlights the area based on 
the gradient evaluation at each pixel of the input image. A pixel with a 
larger gradient indicates that it has a higher sensitivity in the classifi
cation task rather than a larger probability in a certain category. 
Therefore, there are no governing rules on setting the threshold. Hence, 
an appropriate and fixed value of a threshold that satisfies the majority 
of the testing images is applied in the visualization of the sensitivity 
analysis. Based on the sensitivity analysis result studied on MNIST 
database shown in the literature [36], it can be concluded that the 
heatmaps representing the sensitivity are spatially discrete and distrib
uted at the boundary of the digits. Similarly, the high sensitivity grids 
(shaded in grey) also lie in the background, outside of the prints 
boundary, as well as at the intersection line between the previous and 
current layer. The distribution of the shaded grids implies that these 
areas have a greater impact on the output of the model, which is 
consistent with the individual’s subjective perception, that edges and 
boundaries are normally the priority area to focus on. 

3.3. Semantic segmentation detection 

Although the localization detection is able to provide a loose location 
of the defect, large amounts of useless information such as the print bed 
background and the print nozzle are retained due to the rectangular 
bounding box shape. Therefore, semantic segmentation is applied to 
obtain a more precise detection of the defect using polygons to mask the 
desired area. As mentioned in the introduction section, a modified 
DeepLabv3 architecture and a pre-trained model are applied in this 
section. With the pre-trained model, all the weight matrices except for 
the last layer will be fixed and the training results converge quickly after 
15 epochs shown in Fig. 4(a). Two metrics are studied to evaluate the 
performance of the segmentation model, which are pixel accuracy (PA) 
and mean intersection over union (mIOU). Since semantic segmentation 
focuses on pixel-wise classification, pixel accuracy is the percentage of 
correctly predicted pixels over the total number of pixels (448× 448). 
To obtain mIOU, intersection over union (IOU), which is the overlap 
area of the predicted mask and the ground truth divided by the union of 
the two areas, is first calculated for each class. The average value over all 
five classes is the mIOU of the model. After 30 epochs of training, both 
PA and mIOU converge and reach 97.6% and 92.1% respectively as 
shown in Fig. 4(a). The training results of the semantic segmentation 
model are also listed in Table 1. The training results show that the se
mantic segmentation model is able to detect the category correctly and 
accurately at the pixel level. To present the results in a more intuitive 
sense, four typical images with different defect information are shown in  
Fig. 5. In the first row, the ground truth is labeled on the original image 
with different colors representing each category. In the second row, the 
predicted outputs are masked using the same color scheme and show a 
significant match compared to the ground truth. As mentioned in the 
introduction section, one major objective of the semantic segmentation 
is to reduce the time latency of detecting the defect. Therefore, more 
attention is focused on the single-raster case (the rightmost column of 
Fig. 5) that is present at the transition period. Specifically, it refers to the 
single raster that is currently being printed has a different quality from 
the previous rasters in the same layer. Multiple-rasters refer to images 
with quality change over several lines of raster (‘Under-extrusion’ case 
in the even layer condition of Fig. 5). 

Among the testing data set, 42 images are under the single-raster 
condition and the remaining have multiple-rasters case. As shown in 
Fig. 4(b), the IOU performance on single-raster cases primarily lies in the 
range of 0–75%; however, the results shift to a higher percentage (50%– 
100%) for multiple-raster cases. This implies that the model has lower 
confidence in accurately locating the position of the single-raster; 
however, during the actual testing, even if a low percentage of IOU is 
detected, the prediction still signals that quality transition is occurring 
and actions should be taken if the IOU keeps increasing. The detection of 
existence has a response time within one second and judgment can be 

Table 1 
Summary of the training results of precise localization and semantic segmen
tation detection models. AP1, AP2, and AP3 stand for the accuracy precision of 
over-extrusion, under-extrusion, and previous-layer case, respectively. mAP is 
the mean value of all the AP results. PA and mIOU represent the pixel accuracy 
and mean intersection over union for the semantic segmentation model.  

Metric 

Precise localization 
Semantic 
segmentation 

AP1 AP2 AP3 mAP PA mIOU 

Performance  85.30%  97.30%  99.10%  93.90%  97.60%  92.10%  
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validated in the following two or three seconds. This fast reaction 
capability provides more efficient feedback to realize the automatic 
control of the printing system. 

3.4. Layer-wise quality profile 

Both methods mentioned above show the capability of detecting 
defects locally in the view of the camera. In order to analyze and fix the 
defects, exact global coordinates in the actual prints are more practical 
for further correction and examination. Therefore, the image stitching 
method is applied to fulfill the global recombination of the images. 
During the fabrication process within one layer for complex print ge
ometries, the printing is conducted in multiple regions which leads to 

the extruder nozzle jumping across the piece, which in turn creates 
discontinuities in the images. Thus, image alignment methods based on 
consecutive images and feature extraction are not applicable. Instead, 
with the known global coordinates of the nozzle, affine transformations 
can be calculated and applied to every local image, mapping them to the 
global frame. A schematic diagram illustrating the affine transformation 
is shown in Fig. 6(a). A standard right triangle is printed with the right- 
angle side L mm and parallel to the edge of the print bed. Since the in
formation of the nozzle location can be obtained from the printer, we 
can assume its global coordinates are denoted as O(OX,OY), the other 
two vertex coordinates can be expressed as A(OX − L,OY),B(OX,OY + L). 
Meanwhile, the same three points can also be written as o(ox, oy), a(ax,

ay), and b(bx, by) in local image coordinates. Therefore, the affine 

Fig. 3. Three types of results visualization and 
analysis (bounding box prediction, results 
visualization, and sensitivity analysis) are dis
played for both even and odd layers with four 
conditions of defects: general over and under- 
extrusion, multiple defects, and single-raster 
defect. Color of bounding boxes: blue-ground 
truth, green-predicted ‘Previous-layer’, purple- 
predicted ‘Over-extrusion’, and orange- 
predicted ‘Under-extrusion’.(For interpretation 
of the references to colour in this figure legend, 
the reader is referred to the web version of this 
article.)   

Fig. 4. (a) The performance of semantic seg
mentation model within 30 epochs of training. 
The blue curve converging at 97.6% represents 
pixel accuracy (PA) and the orange one reach
ing 92.1% shows the result of mean intersection 
over union (mIOU). (b) The statistical diagram 
shows the distribution of intersection over 
union (IOU) performance for single-raster 
testing cases (blue) and multiple-rasters 
testing cases (orange).(For interpretation of 
the references to colour in this figure legend, 
the reader is referred to the web version of this 
article.)   
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transformation can be expressed in the following equation: 
⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

OX
OY
AX
AY
BX
BY

⎤

⎥
⎥
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⎥
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⎦

=

⎡

⎢
⎢
⎢
⎢
⎢
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⎣

OX
OY

OX − L
OY
OX
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⎥
⎥
⎥
⎥
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⎦

=

⎡
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⎣

A 0
̲
0
̲0

̲
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̲0
̲

0
̲
A

⎤

⎥
⎦

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

ox
oy
ax
ay
bx
by

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

+

⎡

⎣
B
B
B

⎤

⎦, (1)  

where A =

[
A11 A12
A21 A22

]

,B =

[
b1
b2

]

, and 0 =

[
0 0
0 0

]

Since all six points 

are neither collinear nor coincident and bijection mapping is followed, 
there exists a unique solution to the affine matrix A and bias B. Thus, any 
point (x, y) in the local image frame with a new nozzle coordinate 
O′

(OX
′

,OY
′

) can be written in the global coordinate (x′

, y′

) as follows: 
[

x′

y′

]

=

[
A11 A12
A21 A22

] [
x
y

]

+

[
b1
b2

]

+

[
OX

′

− OX
OY

′

− OY

]

(2) 

Since the global view can be directly applied to the top layer of the 
prints afterward, attention is primarily focused on an internal layer in 
this section. After getting the affine matrix, an internal even layer 
extrusion sample is analyzed as follows. The raw image is displayed by 
stitching the transformed images together in the global frame shown in 
Fig. 6(b). For the overlapping area, images behind this area would cover 

the previous features. The indented triangles at the top of the image are 
shadows created by the sensors near the nozzle. The local images at the 
top edge are all affected by this problem. Adding a more uniform light 
source is believed to remedy this deficiency. With the trained semantic 
segmentation model, predictions can be obtained from every local image 
and follow the same affine transformation procedure. However, in terms 
of overlapping, the prediction of the pixel is determined by the highest 
category probability among the overlapped images, where the proba
bility of each category at one pixel is mentioned in Section 2. The final 
prediction results in the global view are presented in Fig. 6(c) showing 
the ‘Over-extrusion’ region in yellow and the ‘Good-quality’ area in 
green. Since the post-processing layer-wise quality profile aims to pro
vide an efficient visualization of segmentation results in the global 
framework, labeling the ground truth of thousands of local input images 
are not practical in the actual printing process. Moreover, for internal 
layer cases, labeling ground truth on a rebuilt global image can involve 
errors and inconsistent labeling settings. In the current study, the effi
cacy of the method is evaluated based on the detection of features from 
visual inspection. In this case, the prediction of semantic segmentation 
model on layer-wise quality profile matches the features of the over- 
extrusion defect such as bulges or raised rasters located in the middle 
part and corner of the prints. In the future, intermediate steps will be 
added to pause the printing process during the layer transition for image 

Fig. 5. Ground truth and predicted masks visualization in both even and odd layers with four types of defects. Categories are masked in specific colors: black- 
background, red-‘Previous-layer’, green-‘Good-quality’, yellow-‘Over-extrusion’, and blue-‘Under-extrusion’.(For interpretation of the references to colour in this 
figure legend, the reader is referred to the web version of this article.) 

Fig. 6. (a) Diagram depicting affine transformation from the local to the global coordinate system. Triangle vertices with lower-case letters in the local framework 
map to the same capitalized letters in the global framework. (b) Local image stitching in global view via affine transformation. (c) Semantic segmentation prediction 
is visualized in the global framework with a green mask representing ‘Good-quality’ and yellow mask standing for ‘Over-extrusion’.(For interpretation of the ref
erences to colour in this figure legend, the reader is referred to the web version of this article.) 
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capturing. Another camera will be equipped on the print bed to capture 
the global layer-wise image, which will be further labeled as the ground 
truth. Overall, global visualization provides a comprehensive under
standing of the physical location of the defects, especially internally, 
which makes the examination and correction easier to locate the area of 
interest. The global prediction mapping to the physical prints rebuilt 
from local images bridges the gap between the model output (plain 
numbers) and actual defects, thereby realizing a real-time and layer- 
wise anomaly detection in the quality control of additive 
manufacturing processes. 

4. Conclusions 

In summary, two advanced real-time detection methods are devel
oped in this paper to precisely locate the area of interest during the 
printing process both in the local and global frameworks. Mean average 
precision reaches 93.9% for the localization model and mean intersec
tion over union achieves 92.1% for semantic segmentation. Typical 
images are also displayed using three visualization methods to verify 
and understand the high accuracy of prediction results. The layer-wise 
quality profile rebuilds the local images in their entirety and is able to 
assess the in-plane defects internally. Additionally, a single-raster con
dition in the segmentation task is exclusively studied and analyzed to 
demonstrate the capability of detecting new printing conditions in-situ 
and in real-time. Although the response time for detection is curtailed, 
the time latency within the printing hardware (from sending the order to 
actually changing the printing parameter) remains a challenge. Future 
work may include improving the printing quality and predicting the 
mechanical properties of the prints based on the stacked spatial infor
mation of defects. Moreover, since process parameters may play a crit
ical role in dictating the quality of printed parts, it is important to 
understand the dominant factors and coupling relationships among 
these process parameters (print speed, layer height, printing tempera
ture) on the printed products. An interesting next step will be developing 
principal component analysis (PCA) and clustering techniques to reveal 
the effects of process parameters for unsupervised monitoring of a wide 
variety of defects in the additive manufacturing process. Last but not 
least, utilizing the framework established in our work, other solid infill 
printing situations including different printing materials or printing 
directions can be utilized through augmenting the data set with newly 
defined settings and re-training the machine learning model. Recent 
developments in transfer learning methods [42–45] are believed to be a 
useful approach to accelerate the re-training process. 
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