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Overview of Computational
Methods to Predict Flutter
in Aircraft
Aeroelastic flutter is a dynamically complex phenomenon that has adverse and unstable
effects on elastic structures. It is crucial to better predict the phenomenon of flutter
within the scope of aircraft structures to improve the design of their wings. This review
aims to establish fundamental guidelines for flutter analysis across subsonic, transonic,
supersonic, and hypersonic flow regimes, providing a thorough overview of established
analytical, numerical, and reduced-order models as applicable to each flow regime. The
review will shed light on the limitations and missing components within the previous liter-
ature on these flow regimes by highlighting the challenges involved in simulating flutter. In
addition, popular methods that employ the aforementioned analyses for optimizing wing
structures under the effects of flutter—a subject currently garnering significant research
attention—are also discussed. Our discussion offers new perspectives that encourage col-
laborative effort in the area of computational methods for flutter prediction and optimiza-
tion. [DOI: 10.1115/1.4064324]

Keywords: aeroelasticity, flutter, stability analysis, computational mechanics,
aerodynamics, aircraft design

1 Introduction
Flutter refers to the dynamic instability of an elastic structure

exposed to fluid flow past a critical speed threshold. Beyond this
threshold, a self-excited feedback loop occurs between body deflec-
tion and fluid forces, leading to fatigue in the body and ultimately
resulting in structural failure. This dynamic interaction can be rep-
resented through a triangle diagram of aeroelastic forces, illustrating
the intricate interplay between aerodynamic, elastic, and inertial
forces within a body [1]. Any of these three forces can induce insta-
bility within the structure. The flutter phenomenon consequently
poses serious risk to flexible structures under the influence of
fluid forces, particularly aircraft wings subject to aerodynamic
forces.
In the case of aeroelastic flutter, during high flight-speed regimes,

the aircraft progressively approaches a critical flutter threshold
where structural damping mechanisms fail to suppress the amplify-
ing vibrations driven by aerodynamic body loads. Classifications of
the accompanying flutter phenomena can be grouped into classical
and nonclassical categories [1]. Classical flutter refers to simple
harmonic oscillations of a body at a critical speed and its

corresponding structural coupling modes. Nonclassical flutter
includes additional flow complexities such as flow separation, stall,
phase lag, and other nonlinear phenomena. To avoid confusion, it
is important to distinguish between the varying definitions of the
concept of limit cycle oscillations (LCO) under different flutter clas-
sifications. In this article, LCO is referred to as a complex postflutter
phenomenon, where considerable structural deflections due to non-
linear effects are otherwise not captured or predicted in classical
flutter theory. The critical flutter speed is then referred to as a har-
monic oscillation to denote the discrepancies in definitions.
Industrial applications of flutter for aircraft design have predom-

inantly focused on studying classical flutter under idealized flow
conditions from potential flow theory. Treatises on classical
flutter have been widely established in a variety of foundational
literature [2–4], and more modern treatments can be found in
Refs. [5,6] with some nonlinear extensions [7]. This theory
remains a reliable tool for engineers to efficiently design modern
aircraft in subsonic and supersonic regimes, where flow distur-
bances are heavily simplified for analytical considerations.
However, potential flow methods cannot reliably capture phenom-
ena such as shock/boundary layer interactions (SBLIs) [8], multi-
degree-of-freedom structures, vortex shedding, flow separation,
and reattachment, especially at higher angles of attack [9]. These
effects are especially prominent in transonic and more disturbed
low supersonic regimes. As the industrial focus shifts toward
designing energy-efficient [10] and lightweight aircraft with
high-aspect-ratio configurations [11,12] in these flow regimes, it
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becomes imperative to adopt more precise flutter prediction
methods based on high- and multi-fidelity methods.
Methods involving combinations of computationalfluid dynamics

and computational solid dynamics (CFD-CSD) have evolved to
address these developments in aircraft design [13–15]. However,
their high computational cost impedes widespread industrial adapta-
tion [6,16]. Therefore, various approaches have been developed to
incorporate varying CFD-CSD accuracy into flutter analysis, from
corrective terms within analytical theories to real-time coupled
fluid–structure interaction (FSI). The most comprehensive recent
work summarizing these efforts was conducted by Xu et al. [17].
Alternatively, as unsteady CFD simulations are a primary driver

of computational expenses in flutter analysis, research into
reduced-order models (ROMs) has emerged as a prominent direc-
tion in flutter analysis. Various ROMs aim to capture the dominant
contributing factors in the flutter model, thus achieving a significant
simplification of the original high-fidelity model. The use of classi-
cal dimension-reduction methods or newly developed data-driven
methods usually characterizes these ROMs.
The objective of this article is to provide a holistic overview of

different methods developed for analyzing wing flutter in aircraft.
The most common methods to analyze and predict flutter in aircraft
systems are outlined in Fig. 1 and will be covered in Sec. 2: tradi-
tional and industrial potential theory-based approximations,
research-oriented numerical finite simulations, and cost-effective
hybrid ROM models. These methods have been developed to
address very specific challenges of flutter phenomena at different
flow regimes, as will be discussed in Sec. 3. Finally, in Sec. 4, a
summary of recent optimization work with respect to standalone
flutter optimization and flutter as part of a multidisciplinary
design process will be provided.
Since aerodynamic theory frequently poses more significant lim-

itations, particular emphasis is placed on elucidating flutter phe-
nomena from an aerodynamic computational perspective and
introducing previous research on flutter prediction. As there exists
a vast amount of literature available on this topic, the current
article aims to bring key highlights and recent developments
together in one place.

2 Methods in Flutter Analysis
The following three sections aim to address how engineers and

researchers compromise between flutter accuracy and computational

speed for practical applications in aircraft design. In short, the tradi-
tional potential theory methods efficiently describe classical (har-
monic) flutter within the majority of a flight envelope, while
numerical (CFD-based) simulations capturemore complexflowphe-
nomena. The ROMs aim to reconcile the speed and accuracy of the
aforementioned methods, providing a promising research direction
for future multidisciplinary aircraft design and optimization
(MDAO).
The three research methods involving potential flow theories,

CFD simulations, and ROMs are closely related in their historical
development and integration of shared techniques, as illustrated in
Fig. 2, where three arrow types indicate the flow of information
and data transfer between various analysis components. The left-
hand side represents flow-related components, whereas the right-
hand side follows structural elements. The outer loop follows tradi-
tional industrial flutter analysis methods based on more analytical
formulations, shown in solid lines. Numerical and ROM-based
approaches in dashed and double lines follow and expand upon
this established flutter analysis procedure.

2.1 Analytical Potential Theory Methods. Traditional indus-
trial methods, based on unsteady linearized potential flow equa-
tions, persist as a prevalent choice in the design and certification
of modern aircraft [16]. Their primary advantage lies in their signif-
icantly lower numerical cost and the overall simplicity of models
that incorporate the entire flow domain into boundary conditions,
assuming linear, isentropic, inviscid, and irrotational flow condi-
tions. The flow velocity u vector collapses to functions of potential
ϕ and stream ψ equations, as follows:

u =▽ϕ for ▽2 ϕ = 0 (1)

u =▽ × ψ for ▽2 ψ = 0 (2)

Pressure estimations based on these assumptions constitute “panel
codes” that model aerodynamic loads on surfaces divided into dis-
crete elements.
The transformation of the fixed boundary from time domain to

Laplace and Fourier configurations to eliminate flow dependence
on coordinate variables constitutes the source of the most extensive
numerical work using these codes [2]. Therefore, cost-effective sta-
tionary Cartesian meshes can be achieved [18]. Notable recent com-
parisons of potential flow methods in aircraft design and flutter

Fig. 1 Different technical frameworks for flutter analysis and prediction: analytical methods, CFD-based
methods, and ROM-based methods. These methods can be further assessed from a performance perspective,
with traditional approaches being highly efficient and high-fidelity methods being most accurate. Hybrid
approaches harness traditional and novel data processing techniques to extract dominant behaviors from
high-fidelity data.
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analysis are offered by Kier et al. [12], emphasizing contemporary
applications, and Wang and Li et al. [19], focusing on separated
flows. The rest of this section outlines the overarching traditional
industrial potential theory-based flutter analysis strategy and perti-
nent research extensions.

2.1.1 Formulation of the Aeroelastic Problem. Structural
systems first undergo modal analysis to derive generalized coordi-
nates. These coordinates feed into a structural solver, relating dis-
placements, forces, and structural properties applicable to both
rigid and continuous systems. A widely used tool for visualizing
and probing aeroelastic principles is the rigid sectional model of
an airfoil illustrated in Fig. 3(a). Its equations of motion are formu-
lated via two generalized coordinates, twist α and vertical displace-
ment h, which are given by Dowell [2]:

mḧ + Khh + Sαα̈ = −L, where L ≡
∫
p dx (3)

Sαḧ + Iαα̈ + Kαα =My, where My ≡
∫
px dx (4)

wherem represents mass, Sα and Iα denote static moment and inertia
around the rotation axis, respectively, while Kh and Kα stand for
translational and torsional stiffnesses, respectively. The lift and
bending moment are reflected via L and M, where p represents
the pressure distribution derived from potential theory equations.
For continuous systems, like a cantilever beam, the finite element

method can be used to create matrix-based equations, employing
polynomials or preferably orthogonal shape modes as generalized
coordinates, based on their availability. The more general form of
Eqs. (3) and (4) then takes the following expression:

M
[ ]

{η̈} + K
[ ]

{η} = {Q} (5)

where η is a generalized coordinate vector, M is a generalized mass
matrix, K is a generalized stiffness matrix, and Q is a generalized
aerodynamic force (GAF) vector.

2.1.2 Formulation of the Aerodynamic Loads. The generalized
forces in the aeroelastic problem are formulated via pressure distri-
butions obtained through the workflow on the left side of Fig. 2. The
analytical derivations for these loads fall into time-integrated, har-
monic, and indicial approaches, which are used to formulate
readily interpretable panel codes [20]. These models can also be
supplemented by wind tunnel and/or high-fidelity simulation data.
The final GAF vector can be represented via a product of aerody-
namic influence coefficient (AIC) matrices and generalized coordi-
nates:

{Q} = A
[ ]

{η} + B
[ ]

{η̇} + C
[ ]

{η̈} + D
[ ]

{λ} (6)

where matrices A, B, C, and D represent AIC matrices and λ denotes
“augmented” or “lag” states related to a flow field [5].

2.1.3 Formulation and Visualization of the Flutter Boundary.
The AIC matrices allow the formulation of an eigenvalue
problem, with the structural and aerodynamic components on the
left-hand side of the generalized aeroelastic equation:

M
[ ]

− C
[ ]( )

{η̈} − B
[ ]

{η̇} + K
[ ]

− A
[ ]( )

{η} − D
[ ]

{λ} = {0}
(7)

Various eigenvalue finding techniques are available to accurately
solve Eq. (7). The include the computationally extensive p
method, the “classical flutter method” that neglects damping prop-
erties, the k or U− g method that introduces artificial structural
damping, and the widely used p− kmethod acting as a compromise
between the latter two [5].
The resolved real and imaginary eigenvalue components reflect

the damping and frequency traits of structural modes, respectively.
Iteration across the flow parameters reveals the aircraft’s full flight
envelope. Figure 3 outlines typical plots used to visualize the aero-
elastic analysis: (b) time-marching plot of generalized amplitudes at
fixed flow conditions, (c) eigenvalue magnitudes at increasing flow
speeds, (d) transonic dip, and (e) and (f) limit cycle oscillation
(LCO) amplitudes at an increased flow speed. The latter will be dis-
cussed in a later section.
Repeated stability analysis either in time (b) or spectral (c) form

considering a variety of system parameters, such as temperature,
pressure, and density, reveals a concise flight envelope graph
often called the transonic dip (d). Typically, two side-by-side
graphs are plotted as the Mach number increases: one detailing
flight properties and the other flutter frequency ωα. Flight properties
are represented using either the velocity index (Uf = U∞

ωαbs
&
μ

√ ) or
dynamic pressure (q = 1

2 ρ∞U
2
∞), with U∞ and ρ∞ signifying flow

speed and density, and bs being the root semi-chord. The mass
ratio μ = !m

!Vρ∞
involves wing mass !m and conical frustum volume

!V of one wing. The flutter frequency is communicated either as is
or via a frequency ratio against ωα, the uncoupled first torsional
natural frequency.
With respect to the latter set, a typical bifurcation diagram Figs.

3(e) and 3(f) is often used to visualize the nonlinear relationship
between flutter amplitude and flow speed, particularly within the
transonic regime. Two alternative branches communicate the stabi-
lity of a chosen aeroelastic system. On the supercritical branch,
flutter amplitude grows unbounded until nonlinearities stabilize it
into a constant-amplitude LCO. On the subcritical branch, signifi-
cant disturbances prior to the critical flutter speed may cause a
break from equilibrium, suddenly jumping the amplitude of a
system.
The traditional industrial potential theory-based flutter analysis

and prediction procedure harnesses simple potential flow assump-
tions to resolve classical harmonic flutter for most flight conditions.
The analytical equations for pressure distributions allow for readily
interpretable and iterative analysis with respect to generalized

Fig. 2 Workflow depicting traditional, CFD-based, and ROM-
based methods for flutter analysis. The outer layer follows the
traditional model, combining decoupled flow and structure com-
ponents. The inner-upper layer illustrates a fully CFD-based
approach with continuously coupled components. The inner-
lower layer depicts the ROM-based method, leveraging process-
ing methods inspired by the traditional model together with high-
fidelity CFD-based data.
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equations of motion. These equations are solved via robust
eigenvalue-solving techniques to produce various stability fronts
within a flight envelope. This streamlined procedure remains
popular for flutter prediction and analysis in most practical and mul-
tidisciplinary optimization applications.

2.2 Computational Fluid Dynamics-Based Methods. When
local investigation into more complex phenomena is desired,
methods based on computational fluid dynamics (CFD) become
useful. These methods are predominantly split into coupled and
decoupled approaches, which relate to the degree of data communi-
cation between flow and structure. Two excellent textbooks cover
FSI fundamentals and applications: one by Bazilevs et al. [21],
addressing general principles and a wide range of applications,
and the other by Jaiman and Joshi [22], delving into up-to-date
numerical FSI schemes and turbulence integration in depth. The fol-
lowing sections distinguish between decoupled and coupled

schemes and highlight key developments used in CFD-based
flutter analysis within industry and academic research.

2.2.1 Decoupled Methods. Decoupled techniques are generally
used to correct or substitute GAF formulations in aeroelastic eigen-
value problems. This direct link to conventional flutter analysis pro-
cedures establishes these methods as a viable industrial choice for
certifying and designing aircraft in more complex flow regimes
[16]. Many popular decoupled approaches rely on spectral analysis
to further enhance their computational efficiency.
The linearized frequency domain (LFD) method gained increased

popularity following its integration into NASA’s FUN3D in 2020
[23], alongside the incorporation of adjoint-based sensitivity capa-
bilities [24]. This method decomposes the unsteady flutter response
into a nonlinear mean and small linear perturbations around it.
The decomposition is achieved by solving the flow response to

Fig. 3 (a) Wing section model: configuration of a two-dimensional pitch and plunge airfoil model, where c and b
denote chord and half-chord, respectively. (b) Transient stability time history: pitching and plunging behavior of a
converging stable system, neutral flutter, and diverging or plateauing in an LCO unstable system. (c) Flutter eigen-
value analysis: traditional eigenvalue stability analysis, predicting flutter when at least one mode’s real component
crosses the x-axis. (d) Flight envelope: configuration of the transonic dip in the transonic regime. (e) Postflutter sta-
bility bifurcation: comparison between subcritical and supercritical bifurcation diagrams for LCO. (f) Postflutter fre-
quency bifurcation: bifurcation diagram relating Mach number and oscillation frequency for a given LCO amplitude.
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prescribed harmonic motions of structural modal shapes at various
frequencies around a steady mean.
The methods based on classical harmonic balance (HB) proce-

dure have also been gaining increased traction due to their superior
applicability in shape optimization. The HB method was first
adapted to CFD analysis by Hall et al. [25], who approximated
unsteady flow via Fourier series with spatially varying coefficients
of turbomachinery. As part of the method, flow is assumed to be
steady periodic and aeroelastic variables are approximated as a trun-
cated Fourier series as follows,

w(x, t) = ŵ0 +
∑NH

n=1

[ŵA,n(x) cos(wnt) + ŵB,n(x) sin(wnt)] (8)

The HB flutter analysis codes iterate directly on governing and
structural equations, utilizing different combinations of prescribed
mode shape amplitudes, frequencies, and flow parameters until a
harmonic response is converged upon [26,27]. The efficiency of
the algorithm was later improved upon to be independent of the
number of structural degrees of freedom [28] and scalable using
only one global solution vector [29]. Therefore, eigenvalue postpro-
cessing steps are no longer necessary, making these methods viable
for continuous optimization work.

2.2.2 Coupled Methods. Most modern coupled FSI schemes
use a partitioned approach that iterates between flow and structural
solvers to directly integrate separate software and to avoid overcon-
strained problems. Many papers also differentiate between loosely
coupled and fully coupled solvers [9]. The main distinction lies in
the frequency of data transfer across shared boundaries. Partitioned
solvers, which perform many subiterations per time-step, as well
monolithic solvers, which resolve the entire system simultaneously,
are labeled as fully coupled schemes.
A standard procedure for conducting coupled aeroelastic time-

marching analysis typically involves three main steps: (1) a steady
simulation with rigid structure, (2) an unsteady simulation with
static structure’s damping set close to 1, and (3) a dynamic run
from the converged deflection, optionally including a small gust
excitation [30]. An alternative approach involves a prescribed oscil-
lation instead of a static run, usually until steady flow is attained [31].
To ensure accurate results, sufficiently long test times are required to
allow the initial transient to dissipate before the solution converges
into a harmonic oscillation [9]. The flutter boundary can then be
determined via iterative trials on system parameters to find a
neutral harmonic transient. In more detail, McNamara and Fried-
mann [32] reviewed three time-domain system identification tech-
niques to better extract damping, flutter boundary, and frequency
data from the CFD-based general transient response.

2.2.3 Developments in Computational Fluid Dynamics. Most
aeroelastic FSI research papers focus on development and imple-
mentation of more efficient and accurate flow and coupling
solvers. These efforts can be split into three categories: turbulence
modeling, underlying flutter physics, and parameter studies. The
following section will highlight representative developments in
each category.
Early attempts at coupled FSI often encountered challenges in

accurately estimating supersonic conditions. Studies incorporating
the full Reynolds-averaged Navier–Stokes (RANS) equations
observed that viscous effects alone could not reduce the correspond-
ing overestimation [33]. Consequently, efforts have been directed
toward refining turbulence models for flutter prediction [34]. One
notable achievement was the integration of detached-eddy
simulation-based methods into flutter analysis. These approaches
combine large eddy simulations (LES) for far-field regions with
RANS for near-wall regions [35]. Further enhancements came
through the incorporation of delayed detached eddy simulation
methods [36] and improved wall modeling capability (IDDES)
methods [37], both of which were originally formulated by Gritske-
vich et al. [38]. Notably, IDDES has demonstrated superior

accuracy when compared to RANS coupled with various turbulence
models in the context of flutter analysis, particularly in benchmark
scenarios such as the AGARD 445.6 wing [39].
While RANS-LES simulations have the capability to capture

complex transonic shock buffet, involving periodic shock and
flow separation, investigations into RANS-only [40] or LFD-based
[41] tools are still ongoing to reduce computational costs. Novel
methods are also evolving to manage these costs without sacrificing
accuracy, such as an “energy map” tool based on the amount of
energy an airfoil extracts from the flow during various prescribed
oscillations. This approach has been investigated for compressible
[42] flows to predict flutter boundaries of two-dimensional airfoils.
The turbulence model developments are further used to investi-

gate the underlying physics of various flutter phenomena. Using
k − ω shear stress transport coupled with RANS, Ilie and Havenar
[43] extensively visualized diverse effects of increasing Mach
number and angle of attack on the strength, location, and interaction
of shocks, flow separation, and wing deflection. The SBLI is
another underlying cause of flutter actively studied over flexible
structures [44].
Regarding specific flutter phenomena, Hammer et al. [45] further

visualized how lower aspect wing ratios lead to a reduced onset in
dynamic stall, which is related to wing oscillation past the static stall
orientation. During closely related stall flutter, resulting from peri-
odic flow separation, the suppression of LCOs can be achieved
through momentum addition via slits [46].
The vast sensitivity of flow separation, shock, and viscous effects

to flow and structure variables necessitates parameter uncertainty
investigation for the future optimization work. These parameters
span gas composition, Reynolds number, angle of attack [47], vis-
cosity, and density [48]. The eventual goal is global sensitivity anal-
ysis, for example, shock locations in transonic flight [49].

2.2.4 Developments in Computational Solid Dynamics. Struc-
tural solvers are generally given less attention in FSI-related studies.
Consequently, the work concerning CSD in FSI is scattered
between analyzing (nonlinear) structures at a lower cost and con-
ducting preliminary optimization studies. Once the nonlinear struc-
tural theory is validated using potential flow methods, unsteady
RANS methods are employed to capture coupled nonlinear behav-
iors from both the structure and the flow around it, along with the
corresponding LCOs associated with viscous effects [64]. As the
solvers for both are often separate, with the appropriate load projec-
tion, the structural model does not necessarily need to match the
geometry curves used for calculating pressure distributions, offer-
ing reduced cost, and retaining accuracy [65].

2.2.5 Developments in Coupling Tools. The primary challenge
of FSI lies in the precise and cost-effective integration of flow and
structural solvers, achieved through a resilient mesh network and
efficient load transfer mechanisms. This technical complexity
emerges from the necessity to capture distinct reference systems
commonly employed for flow and structural displacements. In addi-
tion, ensuring the consistent alignment of kinematic, dynamic, and
geometric boundary conditions further contributes to the challenge.
The frequent choice for aeroelastic coupling involves deforming

structured or unstructured mesh around a moving body via arbitrary
Lagrangian–Eulerian (ALE) and similar methods. Introducing rela-
tive grid movement into the compressible continuity andmomentum
N-S equations results in the following expressions, respectively:

∂ρf

∂t
+▽ · ρf uf − um

[ ]( )
= 0 (9)

∂
∂t

ρf ufi
( )

+▽ · ρf ufi uf − um
[ ]( )

= − ∂p
∂xi

+▽ · μ▽ ufi
( )

(10)

where uf and um represent the local flow and nodal velocity vectors,
respectively, ρf and μ are flow density and viscosity, respectively, p
denotes pressure, and the subscript i corresponds to a Cartesian
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vector component [66]. Since mesh displacement solely affects the
flow domain, the continuous structure formulation remains
unchanged.
In partitioned approaches, mesh node motion is related to struc-

tural motion via an interpolation matrix, which can also relate fluid
and structure tractions. Controlling mesh quality, particularly
during large deflections, demands supplementary techniques
beyond just defining initial properties, aimed at preventing negative
volume cells and significant cell skewness [34]. Zhong and Xu
further improved upon this traditional ALE coupling procedure,
introducing a novel efficient modal approach for the deforming
mesh that significantly reduced computational cost of AGARD
445.6 wing flutter analysis [67].
Despite readily available flow and structural solvers, achieving

their robust coupling demands substantial numerical expertise. To
streamline the coupling process for studies focused on flow or struc-
tural properties, there is a growing need for an automated, user-
friendly, and open-source workflow [68].
The PRECICE library, a vast open-source parallel interpolation tool,

is extensively employed in various coupled FSI software develop-
ments [69]. The capabilities of coupling with PRECICE were outlined
by Chourdakis et al. in a discussion about FSI options within widely
used open-source software, OPENFOAM [70]. Furthermore, specific
solvers within OPENFOAM can be optimized for flutter analysis
[71,72].
Among the numerous FSI frameworks constructed from the

ground up, SU2 stands out as another popular choice for a cfd
solver [73,74]. Notably, SU2 comes with built-in structural and
interpolation solvers, showcasing its standalone robustness and effi-
cacy for a wide range of FSI applications, including flutter analysis
[75,76].
These integrated schemes allow for a growing integration of CFD

into general flutter analysis, enabling the capture and increased
understanding of complex flow phenomena beyond simple har-
monic flutter. Coupled methods offer high-fidelity data at a high
numerical cost, while decoupled methods compromise better
between the two requirements. A similar conclusion is reached
for time integrated versus spectral approaches. Harnessing the
power of the latter, the reduced-order models build further upon
them to reduce costs and maximize the accuracy of CFD-based
flutter analysis models.

2.3 Reduced-Order Models. ROMs are developed to sim-
plify the complex and computationally expensive high-fidelity
systems. Similar to how spectral CFD-based methods reduce
numerical cost, ROMs aim to capture the most dominant behaviors
of a full-order system through a finite number of modes. Various
ROM schemes can be split into traditional and data-driven self-
learned categories based on the implemented analytical techniques.

2.3.1 Traditional Reduced-Order Models. Traditional ROMs
take advantage of primarily projection-based methods. Higher-
order dimensions are projected to several principal bases, thus
reducing complexity. Lucia et al. [77] provided detailed documen-
tation on traditional ROM development and classification. Some
classic and popular methods will be highlighted here.
One of the most common projection-based methods in ROM is

proper orthogonal decomposition (POD), also known as single
value decomposition (SVD) [78]. POD is a powerful method in
data analysis as it uses low-dimensional approximations to describe
high-dimensional quantities (such as turbulent flow, vibrations). For
an N×m data matrix A, where N and m can represent the temporal
and spatial dimensions of the interested analysis, for example, the
static pressure history of every element in a CFD analysis, one com-
putes the singular value decomposition of A and derives

A = UΣVT (11)

where U and V are orthogonal matrices and Σ gives the singular
values σi of A. By applying the kth-order lower-rank approximation,
the first k singular values are maintained, and all the other unse-
lected singular values are set to zero. Now A can be approximated
as follows:

Ak = UΣkVT (12)

and the first k columns of V are proper orthogonal modes. POD-
based ROM models are often used to predict flutter for 2D airfoil
or 3D wing [58,59,61]. They extract dominant modes from snapshot
data and construct the ROM model to represent the full-order
model. They have also been proven successful in nonlinear
systems, as presented in some early literature [79,80]. Dynamic
mode decomposition (DMD) is another dimension reduction
method focusing more on temporal behaviors. It is, to some

Table 1 Recent ROM applications in multiple aeroelasticity studies

Reference Background theories Main application
Suitable flow

regime Validation AI use

Cunha-Filho et al. [50] Ritz basis Aeroviscoelastic panel flutter analysis Supersonic Experiment None
Brouwer et al. [51] Piston theory Shock/boundary layer interaction Supersonic Experiment None
Nikbay et al. [52] Polynomial chaos expansion; POD Aeroelastic analysis on semi-span

transport wing
Supersonic Numerical simulation None

Tian et al. [53] Component mode synthesis technique Nonlinear aeroservoelastic analysis Supersonic Numerical simulation None
Akhavan et al. [54] Piston theory; principle of virtual

work
Stability and bifurcations analysis of
laminate vibration

Supersonic Numerical simulation None

Berci et al. [55] Modified strip theory; thin airfoil
theory

Aeroelastic analysis of flexible wings
with arbitrary planform

Subsonic Numerical simulation None

Gendelman et al. [56] Complexification or averaging;
slow-fast partition of the dynamics

Instability suppression rigid wings Subsonic Experiment;
numerical simulation

None

Thomas et al. [57];
Hall et al. [58];
Lieu and Lesoinne [59]

POD General wing configuration Transonic Numerical simulation None

Zhou et al. [60] POD CFD-based flutter suppression with
control delay

Transonic Experiment;
numerical simulation

None

Zhang and Ye [61] POD Flutter analysis of airfoil with control
surfaces

Transonic Numerical simulation None

Liu et al. [62] Discrete empirical interpolation
method;
Kriging technique

General 2D flutter boundary
prediction

Transonic Numerical simulation Yes

Li et al. [63] LSTM network General 2D flutter boundary
prediction

Transonic Numerical simulation Yes

Note: POD, proper orthogonal decomposition; LSTM, long short-term memory.
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extent, more physically meaningful when dealing with flutter pre-
diction problems. For a dynamic system

dx
dt

= f (x, t, u, β) (13)

where x is the state vector, t is time, u is the actuation vector, and β
represents all other parameters, given two sets of data X1= [x1, x2,
…, xm−1], X

2= [x2, x3,…, xm]. The goal of DMD is to compute the
eigenmodes and eigenvalues of A such that X2≈AX1 without calcu-
lating A itself. An SVD-based DMD process starts with the SVD of
X1: X1=UΣVT. Next, Ã is calculated as follows:

Ã = UTX2VΣ−1 (14)

The eigenvalues σ of Ã serve as the DMD eigenvalue. The DMD
eigenmodes would be Uyi, where yi is the eigenvector of Ã.
Unlike POD, the eigenmodes of DMD may not be orthogonal,
but they are dynamically invariant. DMD has been applied to
describe nonlinear flows by decomposing the flow into modes
that share identical frequency and growth rate. The modes can be
viewed as a nonlinear generalization of global eigenmodes of the
linearized system [92].

2.3.2 Data-Driven Self-learned Reduced-Order Models. In
recent years, there has been a surge of data-driven and artificial intel-
ligence (AI)-based approaches to solve mechanics and materials
problems [93–100]. Researchers have also sought self-learned
models that describe the underlying relations between input and
output influtter analysis. The surrogatemodel predicts desired results,
for example, CFD outputs, without or partially solving the full-order
nonlinear system. Such data-driven approaches are mostly success-
ful in CFD-based ROMs. For example, Zhang et al. [101] applied
radial basis function neural network in a highly nonlinear aerody-
namic ROM for limit cycle oscillation (LCO) analysis. Zhang et al.
[102] also enhanced the generalization capability of nonlinear aero-
dynamic data-driven ROMs by introducing validation data.
As flutter analysis still relies on physical models, recent focus has

been placed on formulation of hybrid ROMs that concurrently
implement multiple background theories and data-driven

techniques. This interest reflects rising specialization of aeroelastic-
ity research, emphasizing particular case scenarios. Mallik et al.
[103] presented one such scenario. They raised a fast transonic
flutter prediction ROM by imposing an indicial function to unsteady
CFD, adding a correction to strip theory and taking advantage of a
steady CFD database. The resulting ROM-reduced finite wing anal-
ysis to an infinite airfoil casewithout taking any unsteadyCFD simu-
lation. Similar research examples are further presented in Table 1.
In general, the application of ROMs requires the statement of the

corresponding flow regime. Since the transition from subsonic to
hypersonic speed switches the flow from incompressible to com-
pressible, the significant change in the fluid properties makes it chal-
lenging for the ROM to capture all of them. Therefore, current flutter
analyses are mostly separated into various flow regimes.

3 Flutter Analysis for Various Flow Regimes
Different flutter analysis methods exhibit unique strengths and

weaknesses at corresponding flow regimes: subsonic, transonic,
and supersonic/hypersonic. In short, analytical methods are most

Table 2 Flow regimes defined by flutter applications

Subsonic Transonic Supersonic Hypersonic

Mach number
[6]

M< 0.75 0.75 <M< 1.2 1.2 <M< 5 M > 5

Applications Propeller aircraft Commercial turbofan aircraft Military turbojet aircraft Rocket boosters
Flow quality No shocks Locally attached shocks; SBLI Separated shocks with limited

upstream disturbance
propagation; SBLI

Strong separated shocks with
high-temperature induced
flow effects; SBLI

Flutter Classical flutter; stall flutter at
high angles of attack [81]

Classical flutter; single DOF
transonic buzz of a control surface;
stall flutter; transonic buffet
interaction [82];

Classical flutter; single DOF
transonic buzz of a control
surface; stall flutter

Classical flutter; stall flutter

Analytical
solutions

Widely used:
strip theory [83];
DLM [12];
VLM [12]

Sparsely used: TSD [10] Widely used:
Piston theory [84];
HGM [85];
CPM [86];

–

CFD-based
solutions

Rarely used due to redundancy
with analytical schemes;
excellent match across most
codes

Widely used: spectral domain, such
as HB and LFD, is most efficient;
time domain, such as RANS and
LES, is most accurate

Moderately used
(low-supersonic): increased
influence of higher modes [87];
supplement analytical data [88];
complex shock behavior [89]

–

ROM
solutions

Limited implementation based
on analytical solutions
[55,56,90]

Rising popularity:
POD-based [58–61];
surrogate approach with LSTM [62];
physics-based low-order [91]

Moderate implementation based
on hybrid of analytical solutions
and CFD-based data [50,51]

Note: DOF: degree-of-freedom; VLM: vortex lattice method; HGM; harmonic gradient method; and TSD: transonic small disturbance.

Fig. 4 Comparison of various flutter prediction models in rela-
tion to the transonic dip graph of weakened model #3 of
AGARD 445.6 wing
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successful at subsonic and supersonic conditions, while CFD-based
methods excel at capturing transonic phenomena. Many ROMs
spread thin across all regimes accelerating analysis either through
robustly implementing analytical models or capturing only dominant
modes of high-fidelity schemes. The summary of flow regimes
defined by flutter applications are listed in the Table 2. Discussion
of subsonic and supersonic regimes will not be continued further
as industrial potential theory-based methods are well established
there. With respect to the latter, Mei et al. [104] outlined classical
developments in nonlinear panel flutter analysis at supersonic and
hypersonic regimes, where more advanced treatment is concerned.
In a similar manner, extensive discussion of transonic flutter is avail-
able given extensive difficulty to estimate it via analytical methods.
The transonic regime is prone to high nonlinearity involving tran-
sonic dip [105] induced by compressibility effects as well as the
oscillation of shock waves and their interaction with boundary
layer and transonic buffet. Available analytical methods are limited
to capture weak shocks and limited SBLI [106]. This situation
compels engineers to incorporate larger safety margins into their esti-
mations, resulting in less optimal designs and requiring extensive
time to build corrective wind tunnel models [107]. Therefore,
many CFD methods have been developed to capture complexities
associated with the transonic regime, however, at an unpractical com-
putational cost. Therefore, the development of ROMs has gained
prominence due to the limitations of existing theories and the compu-
tationally expensive nature of numerical methods. For more detail,
two studies are referred to for a complete treatment: Bendiksen
[10], with an excellent overview of the unsteady transonic aerody-
namics, and Gao and Zhang [82], with a more recent update.
Many aeroelastic schemes have been extensively tested on AGARD

445.6 weakened model 3, a 45 deg-sweptback thin airfoil wing tested
at NASA’s Transonic Dynamics Tunnel in 1987. Selected velocity
index Vf results are compared to experimental transonic dip data in
Fig. 4. Potential flow-based strip theory calculations, both before
and after corrections with experimental data (circular markers), are
indicated in square markers [83]. Euler-based results are portrayed
from different perspectives, such as CFD-based in inverted triangle
markers [108,109], harmonic balance [110] and ROM [111] in
rhombus markers. High-fidelity studies based on complete Navier–
Stokes equations are represented in triangle markers [37,67].
The general trends, analyzed and discussed by Silva et al. [108],

suggest that the transonic dip’s cause in AGARD 445.6 wing is
likely compressibility rather than phase lag of the shock motion
given the quality of prediction of strip theory in approximating
the curve. The thin airfoil of the wing encourages these findings.
Nevertheless, Stanford and Jacobson’s recent discussion (2023)
[112] on the AGARD model’s transonic dip stresses importance
of viscous effects, accurate tunnel boundary wall modeling, and
broader data exploration as implied by general increase in accuracy
of methods incorporating these effects into the evaluation.

4 Flutter Optimization
For a comprehensive review, Jonsson et al. extensively outlined

history, background, and execution of flutter and postflutter
optimization studies [113]. In the present review paper, Tables 3
and 4 list more recent developments in the flutter optimization
field, particularly highlighting shape optimization efforts.
For the papers listed, two main research directions are observed

for aircraft flutter optimization. Table 3 lists the recent studies
that integrate flutter analysis into overall MDAO frameworks as
part of the first direction. For more context, Martins and Kennedy
outlined their experiences with large-scale multidisciplinary
design optimization (MDO) through adjoint sensitivity analysis,
categorizing various MDO methods and covering principles of
structural sensitivity analysis [114].
In most MDO studies, the presence of unstable modes is com-

monly controlled through a binary damping or flutter margin
check during the iterative parameter optimization process. Mainly,

potential theory-based aerodynamic tools are employed, with
a few extensions to high-fidelity simulations [115–118]. While
LFD-based studies and RANS-corrected methods extract damping
properties used for stability check directly from analysis, a variety
of analysis procedures exist to estimate them from CFD data, as dis-
cussed by Jacobson et al. [119].
The second flutter optimization approach instead focuses on

directly improving the standalone procedure through material
design [120–126], shape optimization [127–130], and streamlining
the process [119,131,130]. The objectives and constraints in this
approach are tailored more closely to flutter analysis, incorporating
various flutter-adjacent parameters such as damping values, LCO
amplitudes, and time-integrated or steady-state coefficients of lift.
In both approaches to optimization,many eigenvalue-based flutter

procedures employ the Kreisselmeier–Steinhauser (KS) aggregation
function to accumulate damping values to assess the stability of all
structural modes [132]. Furthermore, optimization of the full aircraft
structure, instead of its separate components, remains computation-
ally challenging, with only a few attempts listed [115,116].
When numerous such parameters or high-fidelity simulations are

employed, gradient-based methods become lucrative because they
allow for a lower number of iterations compared to genetic algo-
rithms [133]. However, these methods are inclined to converge
on a local minimum. Therefore, gradient-free approaches are
expected to gain attention in the future, along with increased com-
putational power and the development of efficient flutter analysis
methods. Machine learning falls within this category, and recent
research on recurrent neural network and long short-term memory
network-based regression models [63] or data-based reduced
models [134,135] is expected to accelerate this trend. Already,
early studies incorporating machine learning within MDAO with
flutter constraints offer promising results [115,131].

5 Discussion and Conclusion
In this review article, flutter analysis and prediction have been

approached holistically. The article outlines the technical intricacies
of three the most common methods, discusses approaches associ-
ated with different flow regimes, and presents updated progress in
optimization.
The traditional potential theory-based methods approximate sub-

sonic and supersonic regions more closely, but strong shock waves,
high temperatures, and chemical reactions still interfere with accu-
rate modeling of the latter. Despite their limitations, these methods
remain prevalent in analyzing flutter for industrial use and proto-
typing novel proposals due to their efficiency. The high-fidelity
time-marching methods cannot compete with this low numerical
cost despite advances in computing power. As a result, the develop-
ment of low-order LFD, HB-based, and ROM systems remains an
active research direction.
In a similar vein, flutter optimization studies primarily rely on

gradient-based frameworks due to their independence from design
variables. To further reduce costs while maintaining sufficient accu-
racy, gradient-free frameworks, especially machine learning-based
methods, are expected to continue gaining attention.
Flutter is actively being investigated from multiple directions to

achieve more efficient and accurate predictions. The careful consid-
eration of initial and boundary conditions further adds complexity
to these investigations. Therefore, only through a combined effort
involving growing computing power, experimental work, and
novel designs, can the future lightweight and energy-efficient air-
craft be designed to ensure both safety and stability.
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